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We aim to demonstrate that the understanding of behav-
ior and development requires a better fit between meth-
ods to gather and analyze data and the dynamic nature of 
psychological phenomena. We argue that there are limits 
to the application of static designs of data collection in 
correlation design and to focusing on measures of cen-
tral tendency when inferring on the complex processes of 
change in human behavior and development. We describe 
possible ways to correct the errors we make and to over-
come the difficulties that we face when measuring change. 

We conclude that there is a need to identify a comprehen-
sive model of gathering and analyzing data that takes into 
account the observation period of the phenomena (short- 
and long-term research), the complexity of the studied 
form of activity (elementary and complex) and the situ-
ation/context of the measurement (well-defined situation 
and situation “at large”).
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BACKGROUND

In this article we posit that to understand numerous 
psychological phenomena and processes it is neces-
sary to apply a dynamic approach in which it is the 
change that is analyzed. It is indeed a central claim 
of developmental psychology, but its application is 
much wider – we think that it is related to many, 
or even all, phenomena that are also the subject of 
other disciplines of psychology. The perspective of 
developmental psychology allows one to identify 
the difficulties that we need to face when trying to 
consider the dynamics of the phenomena, the anal-
ysis of which is not possible without taking into ac-
count the time when the changes take place. In this 
essay we indicate the errors in studying the dynam-
ics, difficulties of such studies and the attempts to 
overcome them. We also suggest the perspective for 
further development of methods to study and ana-
lyze the change. Some of the described problems can 
be solved using the already available methods, but 
many other problems are currently unsolvable. We 
consider the current deliberations to be preliminary, 
as we are aware that we need a wider discussion on 
adjusting the methods of data collection and analysis 
to the dynamic nature of psychological phenomena.

DYNAMIC APPROACH

The assumption that behavior and development are 
dynamic is widely accepted among researchers, at 
least in their declarations. However, it does not trans-
late into the practice of gathering and analyzing the 
data. More or less consciously we make many errors 
related to the lapse of time in which we study a given 
phenomenon.

There are three assumptions that are crucial for 
the deliberations that we present here: a) the essence 
of behavior and of development is not a state but its 
change – behavior and development are impossible 
without some change having occurred; b) the basic 
category of change analysis is time – changes take 
place in time and their measurement is not possi-
ble without considering the lapse of time; c) gener-
al laws of behavior and development are identical 
– from the formal perspective human behavior and 
development can be explained with similar factors.

The last assumption broadens the extent of dis-
cussion on psychological phenomena. From the 
dynamic perspective the common subject of psy-
chological research is the genesis of processes, func-
tions and mental activities. Its description and ex-
planation (understanding) is the basis of prevention, 
correction and stimulation of patterns of successful 
human life.

When we talk about dynamism, students often 
ask what it is or what it means that the studied re-

ality is dynamic. The simplest answer is that what 
we study changes. This answer usually suffices and 
the students accept the notion that the science of 
behavior and development must describe the laws 
according to which these changes take place. How-
ever, further discussion on the nature of these laws 
is not that simple. The phenomena are the func-
tion of various interrelated factors that comprise 
the complex mechanisms of change that we do not 
completely understand. Striving to explain this com-
plexity, we often call upon the authorities, quote the 
theories that are widely accepted in the literature, or 
we manifest scientific skepticism, saying that cur-
rently not everything can be thoroughly studied and 
that we cannot understand all the rules according to 
which the observed changes occur.

For a  few decades now many researchers have 
attached more importance to change. In order to 
capture the analysis of stability and change of the 
complex phenomena that we observe in nature in 
a  cohesive framework, the researchers refer to the 
theory of dynamic systems. Derived from mathe-
matics, it raises increasing interest in such diverse 
disciplines as physics, biology and also psycholo-
gy (see Thelen & Smith, 1994; Nowak & Vallacher, 
1998). In developmental psychology the pioneers of 
its application are Esther Thelen (Thelen & Smith, 
1994, 2006), Paul van Geert (van Geert, 1997, 2002) 
and Kurt Fischer (Fisher & Bidell, 2006). Two rules 
are emphasized in this approach: a) each behavior 
is the result of many states/features of a person and 
the context; b) change is important information nec-
essary to understand human behavior and develop-
ment. Increasingly often another model is proposed: 
the dynamic model of interaction between the al-
ways changing person and the always changing en-
vironment as two complex and open systems (e.g., 
Lerner & Hultsch, 1983; Magnusson & Stattin, 2006). 
In this approach all components of functioning and 
development are included in the loop of multi-fac-
eted and recurrent co-determinants (co-actions; see 
Gotlieb, 2003).

The emphasis on change and the complexity of 
dynamic systems does not mean that the studied 
reality is fluid and unpredictable. Researchers want 
to understand how the changes happen, leading to 
stable states towards which the system evolves or 
the stability of new forms of organization that the 
system achieves in development (Thelen & Smith, 
1994; Granott, Fischer, & Parziale, 2002). This ap-
proach adopts new perspectives and requires a dis-
cussion on adjusting the methods of collecting and 
analyzing the data to the dynamic nature of mental 
phenomena. Demonstrating the complexity of the 
process of change shows the methodological diffi-
culties in studying it as well as errors that we often 
make in psychology. One of the most basic mistakes 
is the static error in data measurement and analysis.



Janusz Trempała, Jan Cieciuch

67volume 4(2), 6

STATIC ERROR IN MEASUREMENT 
AND DATA ANALYSIS

THE ERROR

The core of the static error is inferring about a giv-
en functioning, shaping or learning mechanism on 
the basis of a  single measurement of variables (i.e., 
in a given measurement time T1

) and the statistical 
(static) correlations/differences/interactions between 
them, in line with the assumed theoretical model of 
the given phenomenon. In this process we obtain 
a “photograph” of the state/states at the time of their 
measurement based on which we infer the shape, 
functioning or the mechanism. We act like photogra-
phers who “capture in the frame” the phenomenon/
event that we are trying to explain based on a giv-
en theoretical assumption about the relationship 
between the studied “variables”, i.e., the factors the 
parameters of which do not change in such measure-
ment.

We usually solve the difficulties with studying 
the dynamics of the phenomena by building a theo-
retical model of the phenomenon assuming that the 
comprising factors “constitute” the shaping mech-
anism of an individual’s behavior or development. 
Moreover, in order to characterize the dynamics of 
change we assume that some of the specified factors 
“do something”, i.e., activate (e.g., stimuli, environ-
ment), guide (e.g., goals, values, needs) or condition 
(e.g., genes, neural pathways) the activity observed 
in the individual’s behavior and development. We 
consider these factors to be the variables, and within 
the correlational model of research we look for their 
relationships/differences that were adopted in the 
assumed model of the given phenomenon. We inter-
pret the identified correlations between these factors 
and an individual’s behavior in line with the assumed 
model.

This error is typical for the correlation approach 
in which it is assumed that there is a mutual influ-
ence of specified factors. Unfortunately, it is assumed 
but not controlled in the research process.

We can also formulate the objection of measure-
ment stability against other research designs applied 
in the psychology of human development, because 
not all of them deal well with the lapse of time. In de-
velopmental psychology, when we want to describe 
any time-related changes we usually implement the 
following research designs:
a) Outcome variable (X1-n

) × Age group (Y
1-n

);
b) Outcome variable (X

1-n
) × Occasion (Z

1-n
);

c)  Outcome variable (X
1-n

) × Age group (Y
1-n

) × Occa-
sion (Z

1-n
).

In the first case we talk about cross-sectional stud-
ies in which we compare the average results of a sin-
gle measurement of a given variable in different age 
groups, assuming that the between-group differenc-

es are the function of differences in the participants’ 
age. The second case represents longitudinal studies 
in which we compare the average results of a  giv-
en variable at subsequent points in time (occasions, 
according to Cattell’s data box), assuming that dif-
ferences are the function of the time lapse between 
the measurement points. The last case refers to the 
sequential analysis in which – generally speaking – 
from the sum of measurement differences we “sub-
tract” the differences between the average results of 
longitudinal measurement and the average results of 
cross-sectional measurement in the age groups, as-
suming that the “residual” allows one to assess the 
so-called pure effect of age in the studied variability.

Cross-sectional studies are most often used in de-
velopmental psychology. This happens despite the 
fact that since the times of Schaie (1965) we know 
that it is the weakest design (the least accurate). It is 
understandable why it is so popular. This design is 
“fast” and “the cheapest” but carries an important er-
ror: we do not separate the result of between-cohort 
changes from the effect of participants’ age. Today 
we know for example about the Flynn effect (Flynn, 
1987; see Raven, 2000); Flynn was the first to demon-
strate that when measuring intelligence in successive 
cohorts/age groups we observe a statistically signif-
icant increase in ability. Therefore, the assumption 
at the basis of cross-sectional design, according to 
which the differences obtained in the measurement 
of the variables in the age groups are only the func-
tion of the differences in participants’ age, is not cor-
rect. Thus, inferring about developmental changes 
when using this research design is not valid.

ERROR CORRECTION: LONGITUDINAL 
STUDIES

The classic response from the methodology of devel-
opment research to the above described problem is 
the longitudinal design in which the same people are 
tested at the time intervals appropriate for the given 
research subject. It is an increasingly popular way to 
study the dynamic complexity of psychological phe-
nomena and to follow short- or long-term trajecto-
ries of changes in observed activity and at the same 
time to follow the changes in environmental and bio-
logical conditions. The presence of changes and their 
sequence in time are interpreted from the perspec-
tive of mutual influence that explains the genesis of 
the observed behavior.

Despite the high cost of longitudinal studies (or-
ganizational, financial and time-related), there are 
a  few arguments that justify their implementation 
(see e.g., van der Kamp & Bijleveld, 2002; Trempala 
& Olejnik, 2011). The first and the most convincing 
argument is that when we want to study the change 
of a given activity the only way is to repeat the mea-
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surements. We cannot register changes of e.g. ac-
quiring new skills, knowledge or new organization 
of behavior without repeating their measurements. 
Secondly, change or the temporal order of events 
enables the analysis of causality between the vari-
ables. Namely, it is the necessary (but not sufficient) 
condition for testing the hypotheses of causality. The 
basis for inferring about causality is the sequence 
of events. Third, longitudinal design allows for de-
scribing both the between-person and within-person 
changes that happen with time. As a  result, and in 
contrast to cross-sectional studies, not only can we 
assess the size of changes but also we obtain infor-
mation about the inter-individual variability in the 
patterns of changes throughout the study.

Data gathered in longitudinal studies contain the 
necessary information, but it is not always easy to 
extract them. Unfortunately, even when the research-
ers dispose of the data gathered at various points in 
time, they encounter a  few methodological issues 
related to e.g. missing data in the sample or serial 
dependency of repeated measurements that prevent 
them from using many statistical tests. Even when 
these obstacles have been overcome, the researchers 
still – in our opinion – face equally serious but less 
often discussed problems. In the following parts of 
this essay we want to address some issues related to 
focusing the data analysis on central tendencies and 
to the time intervals between measurements.

PROBLEM 1. THE ERROR OF CENTRAL 
TENDENCIES IN LONGITUDINAL 

STUDIES

THE ERROR

The core of this error1 is inferring about the laws of 
behavior and development from average scores ob-
tained on a  given variable or variables among dif-
ferent groups of study participants or in different 
situations and at different times of measurement (oc-
casions). For instance, when we are interested in an 
isolated mental function (e.g., perception, memory, 
empathy) we usually look for the central tendency in 
the level of the given variables in the group(s) or sit-
uation(s) at different measurement times (occasions). 
When we are interested in the patterns of relation-
ships between different functions we compare their 
average scores in different group(s) and/or measure-
ment times. 

However, we forget about two important issues. 
First, the result of such analyses is stochastic and is 
only an assessment of the probability of a given rule’s 
presence in the studied reality. In such a process we 
treat standard deviations as measurement error and 
– when we find a statistically significant tendency –  
often omit them in further analyses (considering them 

information without much significance). Secondly, 
the result of this assessment is the result of the raw 
data transformation within the framework of static 
models that assume their specific nature (i.e., linear-
ity, continuity, stability). It can be added that usually 
the more complex the models of statistical analysis 
are, the greater are the transformations applied to the 
raw data. The representation of the principles agreed 
on in such a way and considered common and repet-
itive is thus doubtful.

These doubts increase when we sometimes watch 
more closely the distribution of raw scores obtained 
by the study participants for the measure of a giv-
en variable. We then predominantly notice that the 
participants differ from each other and that, at most, 
we can see some clusters of people who score simi-
larly but not identically on a given variable. Then, we 
come to a conclusion – a surprising one if we take 
the perspective focused on central tendencies – that 
in the studied reality there is no “average person” or 
“average environment”. Kurt Lewin (1931) pointed 
this out over 80 years ago. Currently, using computer 
modeling, we can demonstrate that often among the 
participants we cannot find even one person whose 
scores would be identical with the average score, the 
computer-calculated change (see e.g., Molenaar, Hui-
zenga, & Nesselroade, 2002).

Therefore, it is difficult to sustain the notion that 
there is some “average” pattern of mechanism, shap-
ing or functioning. It seems then that the concept of 
central tendency is abstract and has limited applica-
tion in the analysis of human behavior and develop-
ment. 

ERROR CORRECTION: THE ANALYSIS OF 
INTER- AND INTRA-INDIVIDUAL DIFFERENCES 

The identified error can be, at least partially, eliminat-
ed in the analyses that take into account the inter-in-
dividual variability. To analyze the results of longi-
tudinal studies we can use the latent growth curve 
(LGC) model, in particular when combined with the 
latent class analysis. The first step is to distinguish 
two types of change: mean-level change and individ-
ual level change (Biesanz, West, & Kwok, 2003). The 
first one is related to the change at the group level, 
the average change which – as we demonstrated ear-
lier – is problematic. The second change is related to 
an individual change that can be defined as the differ-
ence between changes in particular individuals and 
the average change. If this variability is small then 
it means that the participants change in a  similar 
way. Large variability, on the other hand, means that 
there are different change patterns. The LGC model 
provides information both about the average change 
and the inter-individual variability (Bollen & Curran, 
2006; Duncan, Duncan, & Strycker, 2006). 
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In the LGC model the individual change is the 
function of three elements, similarly to the regres-
sion analysis, but here each of the elements is a la-
tent variable. These three elements are: 1) the latent 
intercept factor, which is the baseline variable level, 
2) the latent slope factor, which represents the mean 
change, and 3) the error (Bollen & Curran, 2006). In 
this approach the indicator of the change at the group 
level is the mean of the slope, whereas the indicator 
of the inter-individual variability in this change is the 
variance of this latent variable. 

The LGC model is in fact a special case of a con-
firmatory factor analysis. The observed variables are 
the results concerning the level of the tested variable 
in successive measurements and the latent variables 
are the intercept and slope. Similarly to factor anal-
ysis, there have to be at least three measurements 
of the observed variable and there is no upper limit 
on their number. Unlike confirmatory factor analy-
sis, all of the factor loadings are determined by the 
researcher, who is only interested in the means and 
standard deviations of latent variables, in particular 
those of the slope. The decision concerning the load-
ings is based on the researcher’s hypothesis on the 
nature of the trend. LGC allows for testing not only 
of linear but also curvilinear models (Byrne, 2010).

From the perspective of these considerations, 
the most important information is provided by the 
variance of the slope. We must note that it is only 
binary information. We only find out whether there 
is significant variation of the individual change tra-
jectories compared to the group average. Information 
about the existence of such variability is therefore 
important information, but at the same time insuf-
ficient. Such information instantly generates more 
questions about the specificity of this differentiation. 
There are two analytical ways to look for answers 
to this question. The first one – similarly to the LGC 
model – is the variable-centered approach, and the 
second one overpasses this paradigm towards the 
person-centered approach. 

In the first approach this inter-individual varia-
tion can be explained, and in the other one we can 
try to describe it (which, of course, does not exclude 
an attempt to explain it in the next step). Explanation 
in the first approach means introducing a different 
variable into the model; a variable that – according 
to the researcher’s hypothesis – could explain the in-
ter-individual variability, the indicator of which is the 
variation of the slope. The advantage of such an ap-
proach is the clear indication of whether a given ex-
ternal variable (e.g., sex, or some other demographic 
or psychological characteristic) is responsible for this 
variation. The disadvantage of this approach is that 
the researchers need to have those variables in their 
database, while they are often not only unavailable 
but also there are not even theoretical suspicions of 
what those variables might be. 

The description in the second approach lies in 
thinking in terms of latent classes. This tradition 
in psychology is linked to such authors as, among 
others, Block (1971) and Magnusson (1998) and re-
cently developed from the methodological perspec-
tive by, among others, Lubke and Muthén (2005). In 
this approach it is assumed that the studied sample 
is non-homogeneous, but the division criterion is 
latent. The combination of LGC analysis and latent 
class analysis allows one to identify subgroups of 
people with the same course of change. The advan-
tage of this approach is that it allows one to reduce 
the error of the central tendency as only subgroups 
of people similar in a certain way are identified. This 
approach does not eliminate the error of the central 
tendency but certainly minimizes it. Moreover, one 
can hope that the development of methods in this 
area will lead to the creation of precise measures of 
this error. More precise information about the size of 
the error would be very useful in a situation when 
the error cannot be completely eliminated. 

PROBLEM 2. IGNORING THE 
RELATIONSHIPS BETWEEN  

MICRO- AND MACRO-CHANGES  
IN LONGITUDINAL STUDIES

Longitudinal studies, conducted intensely, with multi- 
ple measurements, can provide results that are inter-
esting but difficult to synthesize. This poses a prob-
lem of comparing and/or reducing data that come 
from short- and long-term longitudinal studies. The 
problem is even greater if the study concerns func-
tions of varying complexities: elementary and more 
global changes in human behavior and development. 
Doing so, we usually assume that those changes are 
subject to the same rules. However, when looking 
more into this issue, numerous doubts arise. 

For example, in developmental psychology, micro- 
genetic changes are often treated as general develop-
mental models, in accordance with the classical sug-
gestions of Gesell (1946) or Werner (1957). However, 
we know today that the micro- and macro-develop-
mental models describe different patterns of change 
in human behavior. In the first case, we usually study 
the relatively short changes of the simple forms of 
activity under direct observation. In the early and 
late phases of ontogeny they are clear and linked to 
temporal patterns of maturation and ageing. Howev-
er, when we examine the relatively long-term chang-
es of the more complex processes or functions, the 
picture of the development is not so clear anymore: 
the changes are not so strongly related to age, and 
they show an increase of the individual differences 
(Trempala, 2011). 

This problem is also visible in other areas of psy-
chological research. This is always the case when 
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comparing data that differ in the observation time 
(long- and short-term), the size of the observable be-
havior (elementary and more complex forms of activ-
ity) and finally, in different contexts (in a laboratory 
situation and in “any” situation, not always well de-
fined). Every time we have to deal with the varying 
nature of data, which is closely related to the method 
of collection. 

This problem was noticed 70 years ago by Kurt 
Lewin (1946). He noted that human behavior (and 
development) is studied at two different levels: mi-
croscopic and macroscopic. According to his sugges-
tions, we can say that at the first of those levels, we 
study short-term changes (measured in milliseconds, 
seconds, minutes and hours) concerning the elemen-
tary reactions and activities (e.g., reaction time, eye 
movement, syllable discrimination), in a well-defined 
situation (usually in a laboratory or experimental set-
ting). In the second case, we study more long-term 
changes (days, weeks, months or years), usually con-
cerning more complex forms of activity (e.g., under-
standing, learning of a text or a role, development of 
a career or a path of life) and in natural conditions, 
life situations or the situation at large2. Lewin asked 
the alarming question whether the results from those 
two levels can be reduced to one another. This ques-
tion has still not been answered decisively.

Traditionally, this distinction corresponds to 
a strong opposition of macrodevelopmental and mi-
crodevelopmental studies in developmental psychol-
ogy. However, the answer to the question about the 
relationship between the micro- and macro-changes 
is not clear (see review by Granott & Parziale, 2002; 
Siegler, 2006).

For example, Gesell (1946) suggested that the rules 
of change of the elementary psychomotor functions 
in infants (e.g., catching a ball) that he discovered can 
be extended to human functioning in general. Wer-
ner (1957), the founder of the so-called microgenet-
ic method, believed – in fact similarly to Vygotsky 
(1989) – that short-term changes are a  model for 
long-term changes, and that the same rules of cre-
ation of change lie at their core. In contrast, Piag-
et (1977) expressed an original view on the matter. 
He believed that short- and long-term changes are 
not similar. He thought that the former are linked to 
learning and the latter to development. He justified 
this lack of similarity by the fact that development 
creates new cognitive structures and learning fills 
them with content, being responsible for – as we say 
– horizontal development. 

The dispute over the nature and relations between 
micro- and macro-developmental changes continues 
also today. It is difficult to coherently summarize dif-
ferent positions on the subject. Even the supporters 
of the microgenetic method are not certain today 
if their research provides convincing evidence that 
a systematic analysis of short-term changes provides 

a documentation of reintegration of the learning and 
developmental processes (which have fewer differ-
ences than similarities) into one general process (see 
e.g., Siegler, 1996; Kuhn, 2002; Lee & Karmiloff-Smith, 
2002). Some of them seem to favor the skeptical 
opinion expressed a long time ago by Lewin that the 
micro- and macro-changes cannot be reduced to one 
another (see e.g., Fischer & Bidell, 2006). It is not just 
that the reliability of some of the microgenetic stud-
ies is uncertain, but also, or rather mainly, because 
they are concentrated on short-term change process-
es that the macrodevelopmental studies, conducted 
in longer intervals, are unable to capture. This does 
not mean that micro- and macro-developmental data 
do not complement each other (see e.g., Kuhn, 1995; 
Fischer & Yan, 2002). 

In this context, it is worth considering the cor-
rectness of generalizing the results of the microge-
netic research to behaviors and human development 
in general. We are not trying to say that it is not 
possible to generalize the microgenetic rules to the 
macrogenetic ones and vice versa. However, this re-
quires theoretical and methodological precautions, 
which are often lacking in research practice, and the 
effect of which is the error of unauthorized merging 
of conclusions from the research on micro- and mac-
ro-changes. 

PROBLEM 3. IGNORING THE EFFECT 
OF THE LAPSE OF TIME 

IN LONGITUDINAL STUDIES

There can be another problem concerning longitudi-
nal studies, which originates from disregarding the 
dynamic nature of the studied phenomena or from 
more or less conscious ignoring of the effect of the 
time lapse when measuring the variables that are of 
interest. This problem is found in some methodologi-
cal claims and widespread research practice. Obvious 
examples can be found in two such cases on which 
we want to focus in this paper, so as not to go into 
a more detailed discussion. 

The problem of replication as a criterion of scientific 
reliability. We replicate research because of a belief 
that the confirmation of a certain result in a repeated 
study is a proof of its existence in the studied reality. 
The problem is that replication of research concern-
ing changes in behavior and human development is 
not always justified and sometimes it is just techni-
cally impossible to carry out. 

For example, in developmental psychology we are 
interested not only in short-term changes but also 
in those that take more time, that last years or even 
decades. Replication of longitudinal studies in order 
to confirm the obtained results is basically impossi-
ble. The researcher can plan a  study so that it will 
concern only the same age groups, but not the same 
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cohorts (people born in the same year). The mistake 
of treating as equivalent the results of research on 
people of the same age but gathered in different his-
torical and social periods was noted a long time ago 
by the already mentioned Schaie (1965). Since then, 
if we repeat a  study in subsequent cohorts/among 
people born in the same year, it is not in order to val-
idate the previous findings, but mostly to observe the 
so-called diagonal effects, i.e. the stability and vari-
ability of a  given state/characteristic in successive 
generations. The recommended self-replications (see 
SMART: Systematically Modified Replications; Woj-
ciszke, 2004), i.e., replications by the same researcher 
or the same team, are – in the case of longitudinal 
studies – usually technically impossible to carry out. 
They require the participation of several generations 
of researchers and a constant source of financing. 

A  good example of failures in replication is the 
recently published research results of Nosek (2015), 
whose team set out to replicate over a 100 published 
psychological experiments and correlational studies. 
It turned out that only one in three studies gave the 
same results. Those results should not be surprising 
in the view of the above observations. It seems that 
beside other causes of failures in replicating research 
results, the problem of time lapse requires more at-
tention.

The problem of measurement stability as a criteri-
on of internal validity. Generally speaking, stability 
means the stability of measurement of a variable(s) 
in time, i.e., in different age groups (cross-sectional 
studies) or at different time points (longitudinal stud-
ies). Stability analyses usually concern the differenc-
es between the mean levels of severity of the condi-
tions/features (absolute stability) and the differences 
between individuals in this regard (relative stability), 
as well as their covariance (structural stability). This 
criterion is used to measure both the reliability (un-
derstood as stability) and the construct validity (e.g., 
intelligence or personality traits). For the reliability 
measure, the test-retest procedure is usually used, 
i.e., repeating the measurement with a tested tool in 
the same group of participants (usually within a few 
weeks). Generally, we assume that reliability is great-
er the higher is the correlation between the first and 
the repeated measurement, and the validity depends 
on the theoretical assumptions.

A  literature review of the stability models does 
not show a very coherent picture of the changes that 
occur in human behavior and development (see e.g., 
Baltes, Lindenberger, & Staudinger, 2006; Olejnik, 
2011). The dominant idea is that the traits, as a basic 
disposition from the three-level model of McAdams, 
are stable throughout one’s life, unlike the character-
istic adjustments (adjustment style, values, emotions) 
or the self-concept from the third level of personal-
ity (McAdams, 1995, see Oles, 2003), which undergo 
significant changes, including developmental ones. 

Most of the inconsistencies of the published data 
come from comparing the research results that “mix” 
those levels, and also come from different develop-
ment designs: cross-sectional and longitudinal ones. 
The first of these, although widely used, come with 
the largest error and are the least valid. But problems 
also arise from the results of longitudinal studies 
concerning the stability, which we find increasingly 
often in the literature. 

For example, some time ago there was an im-
pressive meta-analysis of data from 152 longitudi-
nal studies (the test-retest type) published between 
1938 and 1999 (N = 55 180) conducted by Roberts and 
DelVecchio (2000). They found change with age of the 
ranked compatibility coefficients of the participants’ 
personality traits: from 0.31 in early childhood, to 
0.64 by the end of early adulthood, and up to 0.74 af-
ter 50 years of age. Those results showed that the old-
er the person, the more probable it is that their traits 
will remain stable. However, the most surprising re-
sult shows that from the age of 50, the correlation 
coefficients of repeated measurements (test-retest) 
are much lower than the reliability coefficients of the 
commonly used diagnostic scales, which are usually 
higher than 0.70 (see e.g., Eliasz & Klonowicz, 2003). 
This ceases to surprise when, after a  careful analy-
sis of this meta-analysis, we realize that the classical 
discussion of the problems concerning longitudinal 
studies (such as dropouts from the sample, learning, 
time passed between measurements) is not enough 
to interpret those results. The data put into this me-
ta-analytical “pot” came from research concerning 
correlation of measurements repeated in different 
historical and social time, among people at a given 
age born in different cohorts3.

The above examples show that the lack of serious 
consideration of the effects of the time lapse on the 
measurement of variables can produce artefacts and 
lead to empirical statements that are non-permanent 
or impossible to explain. It seems that when taking 
on the task of replicating studies or using repeated 
measures in order to estimate the reliability of a test 
(measurement’s stability), we need to determine 
which components of the studied change are related 
to the time lapse, and separate them from those that 
are unrelated to the time lapse. 

PERSPECTIVES: WHAT METHODS  
ARE NEEDED FOR THE PSYCHOLOGY 

THAT ANALYSES CHANGE?

The above considerations show that psychology 
needs methods of data collection and analysis that 
are better suited for the dynamic nature of the phe-
nomena we study. The answer about the nature of 
this better fit is not simple and requires discussion. 
What are our conclusions?
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First of all, when seeking to answer the question 
about how the changes in human functioning and de-
velopment happen, we conclude that what is needed 
is observation of the phenomenon in question in time 
(i.e., avoiding the static error), which equals the need 
to repeat the measures at different points in time. 

Secondly, concentrating the longitudinal research 
on variables and measures of central tendency lim-
its the insight into the inter-individual differences 
and individual patterns of change, which cannot be 
equated with the measurement error and treated 
as information pollution that disturbs regularities 
(which we pointed out in Problem 1 that is related to 
longitudinal studies).

Third, longitudinal data collected at various time 
intervals, when measuring functions of different 
complexity and in different situations (contexts), re-
quire different methods and have different nature, 
which makes it difficult to compare them with each 
other and, even more, reduce them to one another 
(which we saw as Problem 2 of longitudinal studies).

Fourth, repeating measurements (e.g., when con-
ducting replications or in test–retest studies to eval-
uate the measurement stability for a given tool) may 
lead to inference artefacts if the changes related and 
unrelated to the passage of time are not separated 
(which we discussed as Problem 3 of longitudinal 
studies).

Overall, the conclusions from this discussion are 
the following: a) while the static error can be fixed by 
using longitudinal research designs for the variables 
of interest, and b) Problem 1, related to the analysis 
of longitudinal data concentrated on the measures of 
central tendency, can be tackled using growth curve 
models, c) Problems 2 and 3 are not easily solvable 
without considering a vast number of possible influ-
ences potentially crucial for the description and ex-
planation of the observable change. 

Therefore, we humbly admit that at the present 
we are unable to clearly identify possible solutions 
to Problems 2 and 3. On one hand, we demonstrated 
that when conducting longitudinal studies the re-
searchers make different assumptions about the ef-
fects of repeating the measurement, and sometimes 
they just simply ignore the issue of the passing time. 
While we have no doubts that ignoring the time of 
measurement does not allow one to infer about the 
dynamics of the studied phenomenon, we do not yet 
possess the knowledge to unambiguously resolve 
whether the assumptions made in the literature con-
cerning the nature of changes and the way to mea-
sure change (operationalization of what we call the 
change) are correct. On the other hand, we showed 
that in the change analysis, beside the period of its 
observation (short- and long-term research), the 
complexity of the studied form of activity and the 
contexts (situation) of the measurement are import-
ant. Our thoughts on the micro- and macro-changes 

in human behavior and development suggest that in 
the field of psychology we collect data of a different 
nature using different methods. We conclude that 
there is a need to look for a synthesis of those two ap-
proaches, within the framework of a comprehensive 
data collection model and the methods of their analy-
sis. We posit this with a strong conviction that finding 
such a model will make it easier to find the answers 
to questions pertaining to the general principles con-
cerning human functioning and development. 

Endnotes

1  We want to stress that the analysis of central ten-
dencies is not an error by itself. We talk about the 
reduction error of phenomenon description to the 
central tendencies.

2  When analyzing the legacy of modern psycholo-
gy, especially in the Neo-Piagetian approach, we 
can add that in the studies that Lewin calls mi-
croscopic, we usually concentrate on the process 
of “changing” of a phenomenon while it is being 
studied, while in macroscopic studies we concen-
trate more on the “consequences” of a longer-last-
ing process/transformation process.

3  It is likely significant that different age groups do 
not represent evenly the people born in different 
years/cohorts, because, e.g., the problem of stabili-
ty during the aging period only started to be stud-
ied recently.
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tre, Poland.
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